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ABSTRACT

A sensor network is a network consisting of small, inexpensi

low-powered sensor nodes that communicate to complete a com

mon task. Sensor nodes are characterized by having limited c
munication and computation capabilities, energy, andcgir They
often are deployed in hostile environments creating a denfian
encryption and authentication of the messages sent betiveam
Due to severe resource constraints on the sensor nodesergffic
key distribution schemes and secure communication pristedgth
low overhead are desired. In this paper we present an agymuhs
group key distribution scheme with no time synchronizatien

quirements. The scheme decreases the number of key upgates b

Base station

Figure 1: Network Model.

providing them on an as needed basis according to the améunt o makes application development easier and less complexafel,

network traffic. We evaluate the CC2420 radio security meisma

gives us a trusted base for enabling efficient security inngste

and show how to use it as a basis to implement secure group com-work. We define @jroupas a set of sensor nodes associated with a

munication using our proposed group key distribution saem

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks]: General - Security
and protection

General Terms
Performance, Security

Keywords

CC2420 security, group key distribution, sensor netwodusgy

1. INTRODUCTION

Among a broad area of applications for sensor networks is env
ronmental monitoring (such as monitoring a 70-meter talweod
tree [24]), and structural health monitoring (such as nuowitity of
temperature and humidity in civil infrastructures and aete el-
ements [3]). The main goal of these applications are to pams
monitored data from resource constrained sensor nodes tback
one (or more) base station(s) (see Figure 1). These baganstat
are considered to be trusted and have sufficient resourcgsdo
cessing, analyzing, and storing data. The presence of batgens
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specific base station. We do not restrict a sensor node toaoay
group. We have identified five communication patterns preisen
each group: 1) nodes to neighbor nodes (e.g., neighborhised d
covery), 2) base station to all nodes (e.g., query dissdmina3)

all nodes to base station (e.g., data collection), 4) bag®mstto a
single node (e.g., individual queries), and 5) a single rtodease
station (e.g., data or status notifications). Dependingheriavel

of trust between nodes in a group an increasing number oéthes
communication patterns can be done using secure group commu
nication as an alternative to secure point-to-point comioation.
This emphasizes the need for an efficient secure group commun
cation scheme which is the focus in this paper.

The desired security properties includes confidentiaditithen-
tication, integrity, protection against replay attacks] data fresh-
ness. To achieve semantic security it is important that oeeepof
data is not encrypted using the same key twice. To prevesitthi
is common to include, in the encryption process, a unique@&on
that is a concatenation of a counter, the current key identiind
the source address. To keep the nonce unique under the sgme ke
the counter cannot wrap-around. The counter can also beasszad
mechanism against replay attacks and provides data fresfibd.

Schemes for pair-wise (session) key establishment [9imkey
establishment [8, 16, 23], and secure communications 3,016,

17] have been proposed. In this paper we build on top of these
ideas to achieve secure group communication with no time syn
chronization requirements and improve efficiency by shgviaw

to utilize the hardware security mechanism of the Chipco2420
IEEE 802.15.4 (CC2420) radio. The main contributions of {ra-

per are as follows:

e An efficient asynchronous group key distribution schemé wit
no time synchronization requirements such that new keys can
be established as needed based on the amount of traffic in the
network. We do this by distributing keys from the base sta-



tion well in advance and keeping a local buffer of upcoming lengthnis generated from the last key in the chafR, and a cryp-
and recent keys on the sensor nodes. tographic one-way functioh. The keyKp should be chosen at
. . . ) random and the other keys are computedKas- h(Kj;+1). Ata
* Analysis and evaluation of the CC2420 radios security mech- certain point in time each of these keys will be used as a secre
anism on the TelosB mote [18] using TinyOS 2.x[13] and & 4royp key. The base station is assumed to have sufficienneso
demonstration of how to _utlll_ze these to improve efficiency o, storing a large key-chain of keys that can be distributethe
of secure group communication. sensor sensor nodes over time.

We assume that initially a pair of symmetric keys are segurel
installed [11] and shared between the base station andralbse 2.2 Key Buffer

nodes. From this key, nodes can be authenticated [9], seksys Due to their limited resources, sensor nodes cannot lostite
can be efficiently established [9], and secure communicdtiom the entire key-chain. Instead they malptaln a limited bufferel- .
the base station to a node is possible [15]. Due to the base sta €vant keys. The buffer has three main purposes: to authgatic
tions superior resources and their role as a collectiontgoirall new keys, to discover and recover lost keys, and to be backwar
data, they are considered responsible for implying a deédaeel compatible with other sensor nodes using older keys. .

of intrusion detection to improve the resilience of the retw We To initiate the scheme the base station encrypts, autlaesic

assume the presence of a CC2420 radio [1] on all sensor nodes. and transmits an initial group key to all sensor nodes in them

In section 2 we present our asynchronous group key distribu- If the key buffe.r size !sb and this initial key isKy, the whole key
tion scheme and in section 3 we evaluate the security feanfre ~ buffer can be filled with keys due to the one-way property & th
the CC2420 radio and present an efficient way to utilize tfiese  Cryptographic function. A node’s current group key is thensen

implementing secure group communication at the link layler. to be the key positioned in the middle of the key buffer. Theg,k
section 4 we evaluate and compare our asynchronous group key? counter, and the nodes source address (all needed toumrtise
distribution to a synchronous version and estimate theheazt in- unique nonce), is then used to perform secure group comatunic
curred by implementing secure communication with the CO242 ton. _

in-line security mechanisms. In section 5 we review relateck To perform a key update, the base station encrypts and broad-
and in section 6 we conclude our work. casts the next key in the key chain under its current key. When

new key arrives at a sensor node (see Figure 2 step 1) it can-be i

_ plicit authenticated by comparing the output of the publowkn

2. ASYNCHRONOUSGROUPKEY DISTRI cryptographic one-way function taken on the new key to thesta
BUTION key in the buffer (see Figure 2 step 2). Due to the unreliabtane

To reduce the risk of cryptoanalysis key updates are negessa Of the wireless channels an intermediate key update maytiese

as it is not secure to use the same key over a long period of time lost. To verify a correct key after a number of lost key update

Therefore the basics for implementing secure communicasia a sensor node needs to apply the authentication procedtuie re
secure key distribution scheme. In this section we propose-a  Sively on the new key (in Figure 2 kég is lost). To limit the com-
cure, efficient, reliable, and asynchronous group key itigion putational overhead of the scheme, an upper limit for reeelss
scheme that provides key updates as needed without anyyime s authentication tries will be set. When a new key is authateit
chronization requirements. Key updates are traditiorddiye peri- ~ the key buffer needs to be updated accordingly (see Figutef2 s
odically over time or re-actively whenever a node joinsyésaor is 3). The new key will be the latest key in the buffer and in cafse o
evicted from a group. Periodical key updates have the diszdge intermediate key losses they will be restored from the prtggseof

of not being able to adapt to a changing amount of networki¢raf  the cryptographic one-way function. In Figure 2 step 3 that key
whereas the reactive approach can introduce an unnecdsghry K is restored akg = h(K7).

frequency of key updates in environments with varying an®oi When a sensor nodes key buffer has been updated its current
traffic. We adopt a hybrid approach, with the base statiohaslé- group key needs to be adjusted accordingly. The current kiéy w
cision maker. The base station role as a data collectiort puikes only be changed following a key update or a counter wrapfatou

it a preferable place for doing intrusion detection (as wart pf The latter case is due to the importance of keeping the namicee.

our assumptions) and also for deciding when to issue keytapda ~ This means that in case of a counter (used to construct theefion
We realize that not all control traffic goes through the baatias, wrap-around, the current key has to be set to the next keyein th
but argue that this amount can be estimated from the netvimek s  buffer, if not; the semantic security property can be viedat To

and how it is configured. increase the chance of being able to do secure communiaaition

Keys will be distributed from the base station to the iniyialot
trusted sensor nodes in the group. Initially the base statighen-
ticates the sensor nodes with their pair-wise shared skeyegO]. o wrrent kow
From this a secure channel can be established and sensercade Newier curenther [ | ,::> h(K7)=Ks? X

Step 1. New Key Arrives Step 2. Authenticate new key

be securely configured to participate in the group key distidn KeyBuffer h(h(K-))=Ks?
scheme. When a new sensor node joins, it is authenticatecband [Ks [ K[ Kz [ Ko | Ko ]
figured in the same way. When a sensor node is compromised it is
excluded from the group and the remaining sensor nodes weed t Step 4. Adjust current key Step 3. Update key buffer
be re-intialized. Before: C=K Befgre: s R . .
21 Key-chains if ID(C)<ID(buffer2])] <= [Ks[KilKi[Ko[Ki|
' o , then C=buffer[2] After:
The keys distributed from the base station are based on a key- —— [K [Ke [ K [ Ka [ K5 ]
- 4 3 2 1 0

chain generated by a cryptographic one-way function. Kejirs
were first adapted to sensor networks by Perrig et al. [17sed .
in the - TESLA authenticated broadcast protocol. A key-chain of Figure2: Key updateat a sensor node.



| [ CC2420] SkipJack[ AES |

Encryption 96 460 1149
Write + Enc. + Read 2008 N/A N/A
Write + Enc. 1105 N/A N/A
Setup 1113 46 1844

Table 1: Performance Evaluation of the CC2420 radios stand-
alone AES encryption. All unitsin ps

nodes not having received the same amount of key updatesyrthe
rent key should be positioned in the middle of the key bufferon
key updates, the current key is increased according to sisipoin
the key buffer after a number of new keys have been insert (s
Figure 2 step 4). If the current key stays in the upper halhef t
key buffer it is not changed. If it ends up being in the lowelf ha
of the key buffer, it will be changed to the middle key in theyke
buffer. On Figure 2, the current key is updated frigto Kg after
the arrival of the new ke¥(y.

The fact that the base station can do key updates as needésl, wh
nodes with different keys are still able to do secure grouproo-
nication, makes the scheme asynchronous.

3. CC2420 GROUP COMMUNICATION

In this section we evaluate the CC2420 radio security meéshan

communication with our group key distribution scheme. Im ou
evaluation we use time as a performance measure. We assaine th
security is used in relation with packet transmission, $ time
measure can be related to the actual energy usage, as itdtfine
time where the radio and the microprocessor (most CC2446 rad
operations in TinyOS 2.x are synchronous) needs to be orthér o
scenarios, where the CC2420 radio could be turned off idstéa
encrypting/decrypting data, it is likely that software iepenta-
tions will be more energy efficient. This is out of the scopé¢hid
paper. All experiments are done using TinyOS 2.x [13] rugrin

the TelosB platform [18] where performance times are measur
from a 16 bit microsecond counter which is based on one of the
microprocessor timers.

3.1 CC2420 Background

The CC2420 radio features the three hardware |IEEE 802.15.4

in-line security suits that works on packets within the ree@nd
transmit buffers: Counter (CTR) mode encryption, CiphtyeR
Chaining MAC (CBC-MAC) authentication, and Combined Ciphe
Machine (CCM) authenticated encryption [1]. The secustyased
on an AES hardware implementation (taking a 128 bit key) Wwhic
can also be used for stand-alone AES encryption on a 128iit-pl
text.

The way the CC2420 radio handles access control lists varies

from the one required by the IEEE 802.15.4 specification |2].
only has two entries but instead of having an address asedcia
with them it has two registers specifying what key to use fans-
mission and reception, respectively. Each mode has aniatsibc
nonce which should be unique for all packets sent with theesam
key. The nonce should be set by the upper-layers before the se
rity mechanism is used. By letting the upper-layers harfuekey

and nonce management the CC2420 radio circumvent a lot of the

IEEE 802.15.4 flaws identified by Sastry et al. [22].
3.2 CC2420 Stand-Alone Encryption

The basis for doing security is a block cipher. Law et al. [12]
benchmarked the most common software implementation®okbl

| [ CC2420] SkipJack] AES |

RAM 33 42 244
ROM 1734 228 834

Table 2. Memory Evaluation of the CC2420 stand-alone AES
encryption. All unitsin bytes.

ciphers for wireless sensor networks and found that SKipjeas
the most memory efficient and Rijndael [5] the most securéhib
section we will explore the CC2420 radios stand-alone AES en
cryption feature working as a block cipher, and compare sttt
ware implementations of SkipJack from TinySec [10] and abyt
oriented AES implementation from Brian Gladntan

The CC2420 radio stand-alone AES encryption takes a 128 bit
key and a 128 bit plaintext and produces a 128 bit cipherfExe
encryption process is enabled by calling the SAES commaaobest
after writing a key to either KEYO or KEY1 stored at RAM loca-
tions 0x100 and 0x130, setting the SECCTRLO register totgadin
the key to use, and writing the plaintext to the SABUF memory
space at location 0x120. We let the writing of the SECCTRId re
ister and a key to the CC2420 RAM be part of the setup procedure
as they do not need to be set for each operation of the bloblecip
A block cipher operation consists of writing the plaintegtthe
CC2420 RAM, enabling the stand-alone AES encryption, aad th
reading the ciphertext back again. In case of continuescidipher

Fi)perations, the intermediate reads can be spared due t@€420

radios functionally of simultaneous write and read a buffer

Table 1 shows the performance comparison. All values are ex-
cluding an encryption overhead of 18 5usand 2us and a setup
overhead of 3525 78us and 78isfrom respectively the CC2420,
SkipJack, and AES block cipher. The overheads include aitipuri
of the SPI bus, creation of local variables, and functiofscdlable
1 shows that the encryption operation on the CC2420 is upnto te
times faster than the software implementations. The CC242%-
sheet [1] states that it can run as fast agsléut we are not able
to measure performance times lower than a command strolmhwhi
takes about 8sto execute in TinyOS 2.x (the §8includes chip
select). The bottleneck of the CC2420 is the RAM read andewrit
We see that it is comparable to the software implementafiéES
and SkipJack under continuous block cipher operation (vaétd
performed as one operation). Note that a SkipJack bloclecipp-
erates on a 64 bit data string compared to a AES block ciplagr th
operate on a 128 bit data string. The setup time for the CC2420
is dominated by the time it takes to write the key to the CC2420
RAM. It is an order of magnitude slower than the SkipJacksetu
time, but performs better than the AES.

Table 2 shows a memory evaluation of the block ciphers. We
see that the CC2420 RAM overhead is lower than the software
implementations, which can be important in some applicatio
The CC2420 includes several hardware presentation laysodfte
ware to interact with the CC2420 radio which increases itgam
memory compared to the other solution. The hardware prasent
layers will only be included once, therefore the differemd be
less significant if the CC2420 radio stack is also used in ati-ap
cation.

3.3 CC2420In-line Security

In last section we showed that the CC2420 radios stand-alone
AES security operation perform better than the softwareriadt-
tives, if we neglect the RAM read and write. The CC2420 radio i
line security mechanism is performed on packets alreadyepte

Ihttp://fp.gladman.plus.com/AES



in the CC2420 radios TXFIFO and RXFIFO buffers. Hence, has
the potential to cause little overhead, as the read and teriteese
buffers is done anyway. In this section we will explore the2@20
radio in-line security mechanism.

The encryption is enabled by calling the STXENC command
strobe after configuring the SECCTRLO and SECCTRL1 regis-
ters (see the CC2420 radios data sheet [1]), writing the endoc
TXNONCE at RAM location 0x140, and the key to either KEYO or
KEY1 at RAM locations 0x100 and 0x130, respectively. Theaen
consist of the source address, a frame counter (keepingotieen

unique for each use under the same key), and a key sequenee num

ber. The decryption is enabled in a similar way, using the BEX
command strobe and a nonce written to RXNONCE at RAM loca-
tion 0x110.

Table 3 shows a performance evaluation of the CC2420 radio’s
CCM, CTR, and CBC-MAC in-line security mechanisms. All val-
ues are excluding the time it takes for a SNOP command stmbe t
check when the security operation is complete. As beforeanse
not able to measure execution times lower than a single cordma
strobe. From Table 3, we see that in accordance with the QC242
radios data-sheet [1] that the in-line security mechanisenvary
fast even when compared to a single block cipher operation.

3.4 Protocol Considerations

An efficient security mechanism is not enough for an efficient
secure communication scheme. In order for the receivingipae
able to decrypt a received packet, it needs to be able to sacah
the used nonce. The IEEE 802.15.4 specification [2] proptzses

Bytes: 2 1 4 4 n 2

| FCF| DSN| Src. | Dst. | Payload | FCS |

(a) MPDU using short addressing mode.

Bytes: 2 1 n-2-1-4/8/16 4/8/16

|Frame seq.| Key seq. | Enc. payload | Enc. MIC |
(b) CCM Payload.

Bytes: 2 1 n-2-1

|Frame seq.| Key seq. | Enc. payload |

(c) CTR Payload.

n-4/8/16 4/8/16

MIC |

Bytes:

| Payload
(d) CBC-MAC Payload.

Figure3: Thel EEE 802.15.4 MPDU and packet payloads.

chronization.

4. EFFICIENCY EVALUATION
4.1 Asynchronous Key Distribution

The main contribution of our scheme is that it is asynchrenou
and does not require any time synchronization. This meaats th

prepend the frame counter and key sequence number of the nonc e pase station can do key updates when they are needeatinste

to the packet payload as shown in Figure 3 (b), (c), and (d ifih
creases the communication overhead which may not be attepta
for low power applications. In the IEEE 802.15.4 specifimatihe
data sequence number (DSN) field from the MAC Protocol Data
Unit (MPDU) in Figure 3 (a), is used as a mechanism for relat-
ing an acknowledgement to its data packet. This means théit it
conform to the specification as long as it changes for eachesub
quent packet. In order to decrease the communication caenive

of doing them synchronously over fixed periods of time. Theeba
station will decide when to do key updates by estimating haveim
traffic is generated in the group. Not all control traffic wgb
through the base station, but we argue that an upper bounblecan
put on such traffic, and the amount should be considerablerlow
than the amount of data traffic that will go through the base st
tion. The strategy for the base station is to do key updatemwh
ever a group member is in need of one, hence a certain amount of

propose to use the DSN for the frame counter and key sequenceqyata has been successfully sent to the base station frontiispe
number. The size of the DSN is one byte, so in order for theéram sengor node. We assume a reliable data link layer and sinulat
counter and key sequence number to be larger we adopt the techihe need for key updates over an unreliable channel, andaremp

nique from Luk et al. [15] to use it for implicit synchroniza of
internal stored larger variables. The applicability ofrstg these
variables comes from the fact that we implement securityelink
layer; we only store them for our neighbors. Security at thie |
layer may increase the communication overhead but comés wit
the advantage of supporting secure data aggregation [19].

We let thex least significant bits of the DSN be our frame counter
synchronization. This means that as long as there is lessZha
dropped packets since the last successfully received pécike
the same sender, the receiver can immediately increasmitef
counter to the right value. In fact, this optimization idlsiseful
even if X or more packets are lost, since the receiver could continue
to increment the counter by 2nd reattempt decryption. Similarly,
we let the 8- x most significant bits of the DSN be our key syn-

[ Mode\Length] 5 [ 10[20] 28 |

CCM 97 | 97 | 97 | 193
CTR 97|97 |(97]| 97
CBC-MAC 97|97 (97| 97

Table 3: Performance Evaluation of the in-line security mech-
anisms. All unitsin us

our asynchronous solution to the synchronous solution qseq

in Lisp [16], with different probabilities for a sensor nottesend
data to the base station. We implemented the core featurte of
schemes in TinyOS 2.x [18] and simulated key updates between
two neighboring nodes in TOSSIM [14]. We assume that the ac-
tive scheme is initialized beforehand and a re-initialarats to be
avoided at all costs. One node is periodically, with a carpabb-
ability, deciding upon whether or not to send a data packéteo
other node. The other node issues key updates according to th
current distribution scheme, assuming that the first nodesead a
data packet at the beginning of each period.

Figure 4 shows the overhead in the form of key updates and re-
quest for key updates when increasing the chance of lost ey u
dates (we consider a garbled update as lost). The simulizists
500 seconds, using a period of 1 second, a key buffer size of 5,
and a new key is needed for every 5 packets sent. These values
were chosen to illustrate the difference between the scheamsl
may be larger in a real scenario. Results are shown for the asy
chronous and the synchronous scheme when the probabilitye of
node sending data is 10%, 50%, and 100%, respectively. Tére ov
head introduced by the synchronous scheme is relativebjesta-
til the probability of a message loss reaches 70%. After, this
length of the key buffer is not able to keep up for the loss of ke



| | Transmit| Receive|

Read DSN N/A 211
Compute key N/A 6
Compute countef  N/A 6
Read source N/A 254
Write key 948 948
Write nonce 911 908
Write registers 384 384
Security strobe 196 214
Overhead 2439 2931

Table 4: Computational overhead of using the CC2420 radios
in-line security mechanism in CCM mode. All unitsarein ps

updates, and the overhead increases. The asynchronousesche
uses half of the key buffer to handle lost key updates andtther o
half to be compatible with other nodes using older keys, eagr
the synchronous scheme uses the whole key buffer for hanidién
key updates. This means that with the same key buffer letiggh,
asynchronous scheme is not able to handle the same amoost of |
key updates, and the overhead is seen to increase when lzlf of
key updates get lost. This could be compensated for withgeetar
key buffer or by re-computing older keys as needed. Re-ctingpu
an older key will increase the security overhead per packit at
least one block cipher operation taking approximately 1 cepal-
ing to our evaluation. This is at least a 25% increase conapare
our computational overhead evaluation in the next sukiesect

termine what counter, key, and source address to includeeide-
cryption process. Table 4 shows the computational overbeas-

ing the CC2420 radios in-line security mechanism in CCM mode
All values are measured by an experimental study on the Belos
platform [18] using TinyOS 2.x [13] with a CC2420 packet size
of 41 bytes. The transmission process includes writing tuket,
key, and nonce to the CC2420 radios RAM, setting the security
registers, and completing the encryption. The receiveqa®in-
cludes reading the DSN (1 byte) and source address (2 bytes) f
the CC2420 radios RAM, determining what nonce to use, vgitin
the key and nonce to the CC2420 radios RAM, setting the ggcuri
registers, and completing the decryption. We see that tmpata-
tional overhead of the security is between two and thredsadt
onds. According to Rogaway et al. [21] a similar software leap
mentation of CCM, will require 7 block cipher calls taking8L8its

of plaintext at a time on the same packet length. If we compare
this to any block cipher from our block cipher evaluatiore th-

line security mechanism will always be more than twice asdas

a similar software implementation.

The communication overhead of each secure packet sentis min
imal as we are re-using the DSN field to synchronize the frame
counter and key sequence number. If implicit synchrorirats
not possible, there will be a cost associated with havingotexd
ternal synchronization of these values, as described bygReral.

[17]. We consider this case to be rare.

5. RELATED WORK

The strength of the asynchronous scheme is when the amount of5.1 ~ Group Key Distribution

data sent decreases to 10% or 50% of its potential. In suah cas
the asynchronous schemes overhead is proportional to tharam
of data sent whereas the synchronous key update keeps a/igh o
head.

Due to page restrictions, we leave out a computational @asth
evaluation, but the results are similar to the ones showddsin
[16].

4.2 CC2420 Security Overhead

In this section we evaluate the overhead involved when imple
menting secure communication with the CC2420 radio in-fee
curity mechanism. The evaluation will be based on the CCMenod
as this sets an upper bound. Due to the security flaws idehtifie

The Lightweight Security Protocol (LiSP) [16] provides @se
group key distribution scheme that periodically renews aresth
key. It achieves reliability without retransmissions, Iliop authen-
tication without incurring any additional overhead, déimt and
recovery from lost keys, and key refreshments without gitng
ongoing data transmission, but requires loose time sym&ation.
LiSP makes use of a one-way hash function to create a key-chai
of keys (first introduced in sensor networks by Perrig et a]);

At each following time interval a new key from the key chain is
used as the current key. Our asynchronous group key distnibu
scheme achieves the same properties without requiringoanydf
time synchronization.

by Sastry et al. [22] we do not recommend the user to use other 9.2 Secure Group Communication

security modes than CCM.

The security computational overhead when transmittingchgta
will be less than when receiving one. This is due to the feat tie
receiver has to read bytes from the RXFIFO buffer in ordereto d

400
350

300

B Sync100
- Syncs0
v Sync1o
-4 Async100
> Asyncs0
< Async10

Secuirty Overhead (packets)

Probability of lost key update (%)

Figure4: Asynchronousvs. Synchronouskey updates.

TinySec [10] provides a certain level of data confidentyabitu-
thentication, and integrity. For minimal communicatioredvead,
it provides the semantic security property by using a nonee c
ated from its link-layer package header. This keeps theeshort
which decreases security if it repeats; making a requirérfen
frequent key updates. It does not support protection agegptay
attacks and data freshness. The authors argue that thisésefio
ficiently handled by an upper-layer that has informationutltbe
network topology.

The MiniSec-U [15] provides data confidentiality, autheati
tion, integrity, data freshness, and protection agairgayeattack.
It uses implicit synchronization of a large internal storemhce
which keeps the communication overhead down while achigevin
a high level of security. The synchronization is done by s&nd
the last few bits of the nonce with each package; these bits ca
then be used to synchronize an internally stored nonce. ®treet
memory limitation of today’s sensor nodes [18] it is not aggible
to store a nonce for every other sensor node in an arbitraypgr
so Luk et al. [15] also proposed MiniSec-B that uses a sliding
window and a bloom-filter based approach to perform memdiy ef



cient protection against replay attacks when group comaation
is used. This requires a certain level of time synchronizatind
has a chance of rejecting new packets never seen before.

Both TinySec and MiniSec uses software implementationgef t
SkipJack [4] and the RC5 [20] block cipher as basis for thedus
rity primitives. We take advantage of the widely used CC2¢i2ilo
[1] security features and a simpler group model to achiefieierfit
secure group communication with protection against reattacks
without rejecting any packets not seen before.

5.3 CC2420 Security Mechanism

Healy et al. [7] has explored the stand-alone AES encryption
mechanism of the CC2420 radio [1] and compared it to similar
software implementations optimized for speed and memangyT
show that the hardware implementation are orders of madmitu
faster and more memory efficient than the similar softwanalém
mentations, when the read and write to the CC2420 radios RAM
are not included as part of the encryption operation. Weeatigat
in order for the stand-alone AES encryption on the CC2420 ra-
dio to work as a block cipher at least one read or write is mequi
per. block cipher operation. We have shown in this paperdhat
read/write operation takes more than twice the time of thaahc
encryption on the TelosB platform [18] using TinyOS 2.x [1&hd
hence it can not be neglected in a performance evaluation.

6. CONCLUSIONSAND FUTURE WORK

Sensor networks are often deployed in hostile environmemst ¢
ating a demand for secure communication. Different comgasni
tion patterns require different security schemes. Basea ©imple
key update strategy at the base station, we showed that our pr
posed asynchronous key distribution scheme was able towfoll
varying traffic rates in a network, and hereby decrease tlee- ov
head of key updates compared to previous synchronous ssheme
[16]. We showed that due to slow RAM read and write operations
the CC2420 stand-alone AES encryption working as a blodhkerip
is not beneficial in terms of speed compared to similar saftwa
implementation. This contradicts the conclusions made bgl¥H
et al. [7] where they did not include RAM read and write in thei
evaluation. Instead, we found that the CC2420 radios ia-$ie-
curity mechanism computationally outperforms a simildtvgare
implementation and proposed a way to use this as a basis-for se
curing group communication at the link layer, while keepthg
communication overhead very low.

Future work includes a practical energy measurement stfidy o [14]

the security mechanism used in this paper. This will show bow
performance comparisons relate to the actual energy cqetsam
and may reveal that it is not energy efficient to use the CC2420
curity mechanism if it is possible to turn off the radio iretie Our
group key distribution scheme does not provide backwartesgc
(previous keys can easily be disclosed from a current keylis T
is a general property of schemes using key chains [16, 1@d]akn
ternative approaches may be explored to cover the sceneigre
backward secrecy is a requirement.
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